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CHEST DISEASE DETECTION USING CNN AI 

ALGORITHM

 
Abstract: 

Pneumonia is a life-threatening infectious disease affecting one or 

both lungs in humans commonly caused by bacteria called 

Streptococcus pneumoniae. One in three deaths in India is caused due 

to pneumonia as reported by World Health Organization (WHO). 

Chest X-Rays which are used to diagnose pneumonia need expert 

radiotherapists for evaluation. Thus, developing an automatic system 

for detecting pneumonia would be beneficial for treating the disease 

without any delay particularly in remote areas. Due to the success of 

deep learning algorithms in analyzing medical images, Convolutional 

Neural Networks (CNNs) have gained much attention for disease 

classification. In addition, features learned by pre-trained CNN 

models on large-scale datasets are much useful in image 

classification tasks. In this work, we appraise the functionality of pre-

trained CNN models utilized as feature-extractors followed by 

different classifiers for the classification of abnormal and normal 

chest X-Rays. We analytically determine the optimal CNN model for 

the purpose. Statistical results obtained demonstrates that pretrained 

CNN models employed along with supervised classifier algorithms 

can be very beneficial in analyzing chest X-ray images, specifically 

to detect Pneumonia.the study explores various pre-trained CNN 

architectures such as VGG16, ResNet50, and InceptionV3 to identify 

the most effective model for pneumonia detection 

 

Keywords: Federated Learning (FL), Massive open online 

course (MOOCs), Small Private Online Course(SPOCs), IoT 

based industries, retention assessment. 

 

                                 1.INTRODUCTION 

X-ray radiographies are an affordable and non-invasive method of 

examining different organs of the body. Recognized as a valuable 

diagnosis tool for many disorders and abnormalities, X-rays can also 

be used to monitor diseases during treatment. Around 3.6 billion X-

ray images are taken every year worldwide. This number includes 

over 150 million chest X-ray radiographies (CXR) performed in the 

United States only. The World Health Organization (WHO) stated 

that CXRs are the most commonly performed clinical imaging 

technique worldwide. CXRs are grayscale images generally produced 

by projecting X-rays onto the human body positioned against a 

metallic plate. Although CXRs play a crucial role in the diagnosis of 

thoracic disease, visual inspection by radiologists remains complex 

and error-prone. Previous studies have shown that the risk of 

misdiagnosis increases with the amount of time it takes for a 

radiologist to interpret CXR images. In addition, even experienced  

 

 

 

radiologists were at greater risk of misdiagnosis because of hidden 

lesions and symptoms in soft tissue and bones. The WHO reports that 

many chest diseases can be life threatening and lead to the death of 

millions of people if not accurately and timely treated. Some chest  

diseases are of high mortality rates such as tuberculosis that kills 

around 1.4 million people annually, pneumonia that kills 9 million 

children under the age of 5 years being the world’s leading killer 

disease, and COVID-19 which caused the death of over 6 million 

people all over the world as of November 2022.  

  

In recent years, the detection of chest diseases using Convolutional 

Neural Networks (CNNs) has become a groundbreaking approach in 

the field of medical diagnostics. CNNs, a subset of deep learning 

algorithms, excel at processing and analyzing visual data, making 

them particularly suitable for interpreting medical images such as 

chest X-rays and CT scans. These networks are designed to 

automatically learn and extract features from input images through 

multiple layers of convolutional filters, which can identify patterns 

and anomalies indicative of various chest diseases, including 

pneumonia, tuberculosis, and lung cancer. By training CNNs on large 

datasets of labeled medical images, they can achieve remarkable 

accuracy in disease detection, often surpassing traditional methods 

and even human radiologists in some cases. This advancement not 

only enhances diagnostic precision but also accelerates the process, 

enabling timely and effective treatment for patients. The integration 

of CNNs into medical imaging workflows is poised to revolutionize 

healthcare, providing powerful tools for early detection and 

intervention, ultimately improving patient outcomes and reducing the 

burden on healthcare systems 

. 

2. LITERATURE SURVEY 

[1] “Machine learning approach for automated screening of 

malaria parasite using light microscopic images 

  

The aim of this paper is to address the development of computer 

assisted malaria parasite characterization and classification using 

machine learning approach based on light microscopic images of 

peripheral blood smears. In doing this, microscopic image acquisition 

from stained slides, illumination correction and noise reduction, 

erythrocyte segmentation, feature extraction, feature selection and 

finally classification of different stages of malaria (Plasmodium vivax 

and Plasmodium falciparum) have been investigated. The 

erythrocytes are segmented using marker controlled watershed 

transformation and subsequently total ninety six features describing 

shape-size and texture of erythrocytes are extracted in respect to the 

parasitemia infected versus non-infected cells. Ninety four features 

are found to be statistically significant in discriminating six classes. 

Here a feature selection-cum-classification scheme has been devised 

by combining F-statistic, statistical learning techniques i.e., Bayesian 

learning and support vector machine (SVM) in order to provide the 

higher classification accuracy using best set of discriminating 

features. Results show that Bayesian approach provides the highest 
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accuracy i.e., 84% for malaria classification by selecting 19 most 

significant features while SVM provides highest accuracy i.e., 83.5% 

with 9 most significant features. Finally, the performance of these 

two classifiers under feature selection framework has been compared 

toward malaria parasite classification. 

 

 

[2] “Image analysis and machine learning for detecting malaria” 

Malaria remains a major burden on global health, with roughly 200 

million cases worldwide and more than 400,000 deaths per year. 

Besides biomedical research and political efforts, modern information 

technology is playing a key role in many attempts at fighting the 

disease. One of the barriers toward a successful mortality reduction 

has been inadequate malaria diagnosis in particular. To improve 

diagnosis, image analysis software and machine learning methods 

have been used to quantify parasitemia in microscopic blood slides. 

This article gives an overview of these techniques and discusses the 

current developments in image analysis and machine learning for 

microscopic malaria diagnosis. We organize the different approaches 

published in the literature according to the techniques used for 

imaging, image preprocessing, parasite detection and cell 

segmentation, feature computation, and automatic cell classification. 

Readers will find the different techniques listed in tables, with the 

relevant articles cited next to them, for both thin and thick blood 

smear images. We also discussed the latest developments in sections 

devoted to deep learning and smartphone technology for future 

malaria diagnosis 

  

 

[3] "Automated image processing method for the diagnosis and 

classification of malaria on thin blood smears."  

Malaria is a serious global health problem, and rapid, accurate 

diagnosis is required to control the disease. An image processing 

algorithm to automate the diagnosis of malaria on thin blood smears 

is developed. The image classification system is designed to 

positively identify malaria parasites present in thin blood smears, and 

differentiate the species of malaria. Images are acquired using a 

charge-coupled device camera connected to a light microscope. 

Morphological and novel threshold selection techniques are used to 

identify erythrocytes (red blood cells) and possible parasites present 

on microscopic slides. Image features based on colour, texture and 

the geometry of the cells and parasites are generated, as well as 

features that make use of a priori knowledge of the classification 

problem and mimic features used by human technicians. A two-stage 

tree classifier using backpropogation feedforward neural networks 

distinguishes between true and false positives, and then diagnoses the 

species (Plasmodium falciparum, P. vivax, P. ovale or P. malariae) of 

the infection. Malaria samples obtained from the Department of 

Clinical Microbiology and Infectious Diseases at the University of 

the Witwatersrand Medical School are used for training and testing of 

the system. Infected erythrocytes are positively identified with a 

sensitivity of 85% and a positive predictive value (PPV) of 81%, 

which makes the method highly sensitive at diagnosing a complete 

sample provided many views are analysed. Species were correctly 

determined for 11 out of 15 samples. 

 

[4] " CNN features off-the-shelf: an astounding baseline for 

recognition."   

Recent results indicate that the generic descriptors extracted from the 

convolutional neural networks are very powerful. This paper adds to 

the mounting evidence that this is indeed the case. We report on a 

series of experiments conducted for different recognition tasks using 

the publicly available code and model of the OverFeat network which 

was trained to perform object classification on ILSVRC13. We use 

features extracted from the OverFeat network as a generic image 

representation to tackle the diverse range of recognition tasks of 

object image classification, scene recognition, fine grained 

recognition, attribute detection and image retrieval applied to a 

diverse set of datasets. We selected these tasks and datasets as they 

gradually move further away from the original task and data the 

OverFeat network was trained to solve. Astonishingly, we report 

consistent superior results compared to the highly tuned state-of-the-

art systems in all the visual classification tasks on various datasets. 

For instance retrieval it consistently outperforms low memory 

footprint methods except for sculptures dataset. The results are 

achieved using a linear SVM classifier (or L2 distance in case of 

retrieval) applied to a feature representation of size 4096 extracted 

from a layer in the net. The representations are further modified using 

simple augmentation techniques e.g. jittering. The results strongly 

suggest that features obtained from deep learning with convolutional 

nets should be the primary candidate in most visual recognition tasks. 

 

[5] “Imagenet classification with deep convolutional neural 

networks”  

We trained a large, deep convolutional neural network to classify the 

1.3 million high-resolution images in the LSVRC-2010 ImageNet 

training set into the 1000 different classes. On the test data, we 

achieved top-1 and top-5 error rates of 39.7\% and 18.9\% which is 

considerably better than the previous state-of-the-art results. The 

neural network, which has 60 million parameters and 500,000 

neurons, consists of five convolutional layers, some of which are 

followed by max-pooling layers, and two globally connected layers 

with a final 1000-way softmax. To make training faster, we used non-

saturating neurons and a very efficient GPU implementation of 

convolutional nets. To reduce overfitting in the globally connected 

layers we employed a new regularization method that proved to be 

very effective. Here a feature selection-cum-classification scheme has 

been devised by combining F-statistic, statistical learning techniques 

i.e., Bayesian learning and support vector machine (SVM) in order to 

provide the higher classification accuracy using best set of 

discriminating features. Results show that Bayesian approach 

provides the highest accuracy i.e., 84% for malaria classification by 

selecting 19 most significant features while SVM provides highest 

accuracy i.e., 83.5% with 9 most significant features. Finally, the 

performance of these two classifiers under feature selection 

framework has been compared toward malaria parasite classification. 

  

[6]" Very deep convolutional networks for large-scale image 

recognition" 

In this work we investigate the effect of the convolutional network 

depth on its accuracy in the large-scale image recognition setting. 

Our main contribution is a thorough evaluation of networks of 

increasing depth, which shows that a significant improvement on the 

prior-art configurations can be achieved by pushing the depth to 16-

19 weight layers. These findings were the basis of our ImageNet 

Challenge 2014 submission, where our team secured the first and the 

second places in the localisation and classification tracks 

respectively.Recent results indicate that the generic descriptors 

extracted from the convolutional neural networks are very powerful. 

This paper adds to the mounting evidence that this is indeed the case. 

We report on a series of experiments conducted for different 

recognition tasks using the publicly available code and model of the 

OverFeat network which was trained to perform object classification 

on ILSVRC13. We use features extracted from the OverFeat network 

as a generic image representation to tackle the diverse range of 

recognition tasks of object image classification, scene recognition, 

fine grained recognition, attribute detection and image retrieval 

applied to a diverse set of datasets. We selected these tasks and 

datasets as they gradually move further away from the original task 

and data the OverFeat network was trained to solve. Astonishingly, 

we report consistent superior results compared to the highly tuned 

state-of-the-art systems in all the visual classification tasks on various 

datasets 

 

[7] “Xception: deep learning with separable convolutions”  

Malaria is a blood disease caused by the Plasmodium parasites 

transmitted through the bite of female Anopheles mosquito. 

Microscopists commonly examine thick and thin blood smears to 

diagnose disease and compute parasitemia. However, their accuracy 

depends on smear quality and expertise in classifying and counting 
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parasitized and uninfected cells. Such an examination could be 

arduous for large-scale diagnoses resulting in poor quality. State-of-

the-art image-analysis based computeraided diagnosis (CADx) 

methods using machine learning (ML) techniques, applied to 

microscopic images of the smears using hand-engineered features 

demand expertise in analyzing morphological, textural, and positional 

variations of the region of interest (ROI). In contrast, Convolutional 

Neural Networks (CNN), a class of deep learning (DL) models 

promise highly scalable and superior results with end-to-end feature 

extraction and classification. Automated malaria screening using DL 

techniques could, therefore, serve as an effective diagnostic aid. In 

this study, we evaluate the performance of pre-trained CNN based DL 

models as feature extractors toward classifying parasitized and 

uninfected cells to aid in improved disease screening. We 

experimentally determine the optimal model layers for feature 

extraction from the underlying data. Statistical validation of the 

results demonstrates the use of pre-trained CNNs as a promising tool 

for feature extraction for this purpose. 

 

[8] “Deep residual learning for image recognition ” 

Deeper neural networks are more difficult to train. We present a 

residual learning framework to ease the training of networks that are 

substantially deeper than those used previously. We explicitly 

reformulate the layers as learning residual functions with reference to 

the layer inputs, instead of learning unreferenced functions. We 

provide comprehensive empirical evidence showing that these 

residual networks are easier to optimize, and can gain accuracy from 

considerably increased depth. On the ImageNet dataset we evaluate 

residual nets with a depth of up to 152 layers - 8× deeper than VGG 

nets [40] but still having lower complexity. An ensemble of these 

residual nets achieves 3.57% error on the ImageNet test set. This 

result won the 1st place on the ILSVRC 2015 classification task. We 

also present analysis on CIFAR-10 with 100 and 1000 layers. The 

depth of representations is of central importance for many visual 

recognition tasks. Solely due to our extremely deep representations, 

we obtain a 28% relative improvement on the COCO object detection 

dataset. Deep residual nets are foundations of our submissions to 

ILSVRC & COCO 2015 competitions1, where we also won the 1st 

places on the tasks of ImageNet detection, ImageNet localization, 

COCO detection, and COCO segmentation. 

 

[9] " Densely Connected Convolutional Networks" 

Recent work has shown that convolutional networks can be 

substantially deeper, more accurate, and efficient to train if they 

contain shorter connections between layers close to the input and 

those close to the output. In this paper, we embrace this observation 

and introduce the Dense Convolutional Network (DenseNet), which 

connects each layer to every other layer in a feed-forward fashion. 

Whereas traditional convolutional networks with L layers have L 

connections - one between each layer and its subsequent layer - our 

network has L(L+1)/2 direct connections. For each layer, the feature-

maps of all preceding layers are used as inputs, and its own feature-

maps are used as inputs into all subsequent layers. DenseNets have 

several compelling advantages: they alleviate the vanishing-gradient 

problem, strengthen feature propagation, encourage feature reuse, and 

substantially reduce the number of parameters. We evaluate our 

proposed architecture on four highly competitive object recognition 

benchmark tasks (CIFAR-10, CIFAR-100, SVHN, and ImageNet). 

DenseNets obtain significant improvements over the state-of-the-art 

on most of them, whilst requiring less memory and computation to 

achieve high performance. Code and models are available at 

 

[10] “Classification using deep learning neural networks for 

brain tumors” 

Pneumonia is a life-threatening infectious disease affecting one or 

both lungs in humans commonly caused by bacteria called 

Streptococcus pneumonia. The present study aimed to examine the 

risk factors for death due to pneumonia in young children. One or 

more in three deaths in Asia is caused due to pneumonia as reported 

by World Health Organization (WHO). Chest X-Rays which are used 

to diagnose pneumonia need expert radiotherapists for evaluation. 

Thus, developing an automatic system for detecting pneumonia 

would be beneficial and it can save lots of peoples life and help 

stopping and curing and controll for treating the disease without any 

delay particularly in remote areas. Due to the success of deep 

learning algorithms in analyzing medical images, Convolutional 

Neural Networks (CNNs) have gained much attention for disease 

classification. In addition, features learned by pre-trained CNN 

models on large-scale datasets are much useful in image 

classification tasks. In this work, we appraise the functionality of pre-

trained CNN models utilized as feature-extractors followed by 

different classifiers for the classification of abnormal and normal 

chest X-Rays. We analytically determine the optimal CNN model for 

the purpose. Statistical results obtained demonstrates that pretrained 

CNN models employed along with supervised classifier algorithms 

can be very beneficial in analyzing chest X-ray images, specifically 

to detect Pneumonia. 

 

3. PROPOSED METHODOLOGY 

In this project as per your request we have employed CNN and 

traditional machine learning algorithms like Random Forest and 

Decision tree to detect various viral chest disease infections. Each 

algorithm performance is evaluated in terms of precision, recall, 

accuracy, confusion matrix and FSCORE. Among all algorithms 

CNN is giving best detection accuracy. The primary goal of using 

Convolutional Neural Network in most of the image classification 

tasks is to reduce the computational complexity of the model which is 

likely to increase if the input are images . The original 3-channel 

images were resized from 1024×1024 into 224×224 pixels to reduce 

the heavy computation and for faster processing. All of the further 

techniques has been applied over these downsized images. 

Advantages: 

1. High Accuracy 

2. Takes less time 

3. Early Identifications of struggling students. 

4. Improved retention rates. 

Applications: 

1.   Disease Diagnosis: CNNs are used to detect conditions 

such as pneumonia, tuberculosis, lung cancer, and COVID-

19 by analyzing chest X-rays or CT scans2. 

2. Early Detection: They enable early diagnosis of diseases, 

improving treatment outcomes and reducing mortality rates. 

3. Automated Screening: CNNs assist in large-scale screening 

programs, especially in areas with limited access to 

radiologists. 

4. EXPERIMENTAL ANALYSIS 

In above screen click on ‘Upload OULAD Online Student Dataset’ 

button to upload dataset and get below page 
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Fig. 1. Dataset Folder 

                          

In above screen defining function to identify class labels available in 

dataset 

 

Fig.2. Upload Operation 

 

 

Fig.3. Healthcare Dataset 

In above screen connecting to dataset folder and then looping and 

reading all images and then resizing to equal size and then creating X 

and Y training array where X will contains image features and Y will 

contains labels and then in blue color text can see total number of 

images  

 

 

                         

                               Fig.4. Dataset Class Label Graph  

 

 

In above screen defining CNN algorithm layers for features filtration 

and training and then generate a train model and this model will be 

applied on test data to get below output 

Fig.5. Train CNN Algorithm 

In above confusion matrix graph x-axis represents ‘Predicted Labels’ 

and y-axis represents true labels and then all different color boxes in 

diagnol 

Fig.6. CNN Algorithm Confusion Matrix 

 

 

                            Fig.7. Parameter Matrix 

in above graph showing comparison between all algorithms where x-

axis represents algorithm names and y-axis represents accuracy and 

other metrics in different color bars and in all algorithms CNN got 

best performance 
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                     Fig.8 Comparision Graph 

In above screen displaying all algorithm performance in tabular 

format 

 

                       Fig.9. Pneumonia Result  

In above screen calling predict function with image path and then 

CNN detected ‘Fibrosis’ from given image 

5. CONCLUSION 

In this paper, we proposed a novel approach composed of two steps 

for chest disease classifcation using new DL architectures. In the frst 

step (multi-classifcation), we classifed chest X-ray (CXR) images 

into three classes (normal, lung disease, and heart disease). In the 

second step (binary classifcation), we classifed CXR images into 

specifc diseases to predict whether it is a normal or abnormal case. A 

dataset of 26,316 CXR images was consolidated by merging images 

from two public datasets (VinDr-CXR and CheXpert) to train, 

validate, and test our methods. For this work, we implemented two 

DL methods to perform our two-step classifcation approach. 
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